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Abstract— Distributed systems are the building block for cloud 
computing applications. In which the data is stored on a server and 
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is to allocate files uniformly as possible. Such that node has larger 
number of chunks by load rebalancing algorithm.   
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I. INTRODUCTION

Distributed systems are specialized for large scale, dynamic 
and data intensive applications. There are larger number of 
files that are imbalanced. Load rebalancing provides a 
mechanism in which the nodes are allocated uniformly as 
possible to the files. the storage nodes are structured as 
network based on distributed hash table. 

Distributed hash table has the unique handle or identifier in 
which they are assigned to the file.in which it has a additional 
functionality that they are self-organize and self-repairable 
that simplifies the system management. 

This additionally reduces the network traffic and moment cost 
and also exploiting the capable node helps in increasing the 
performance .it maximizes the network bandwidth available in 
normal applications. thus this method balances the node. 
These file systems the node simultaneously serve computing 
and storage function. 

II. LITERATURE SURVEY

In this section we review a few related work on load 
rebalancing algorithm and the working of distributed table 
uniformly to other nodes . 

In john byers research paper he proposed Distributed hash 
tables have recently become a useful building block for a 
variety of distributed applications. However, current schemes 
based upon consistent hashing require both implementation 

complexity and substantial storage overhead to achieve 
desired load balancing goals. 

He also defined that these goals can be achieved more simply 
and more cost-effectively. 

In david r.karger he used two protocols to refine the consistent 
hashing data structure that underlies the Chord (and Koorde) 
P2P network. Both preserve Chord’s logarithmic query time 
and near-optimal data migration cost. Our first protocol 
balances the distribution of the key Address space to nodes, 
which yields a load-balanced system when the DHT maps 
items “randomly” into the address space. The second protocol 
aims to directly balance the distribution of items among the 
nodes. 

As the result of the two analysis they balanced the load 
efficiently and the distributed hash table mainly uses the 
balancing distribution among the nodes . 

III. PROBLEM  DEFINITION

The storage nodes are structured as a network based on 
distributed hash tables (dhts), discovering a file chunk can 
simply refer to rapid key lookup in dhts,  given that a unique 
handle (or identifier) is assigned to each file chunk. Dhts 
enable nodes to self-organize and -repair while constantly 
offering lookup functionality in node dynamism, simplifying 
the system provision and management.  

Our objective is to allocate the chunks of files as uniformly as 
possible among the nodes such that no node manages an 
excessive number of chunks. Additionally, we aim to reduce 
network traffic (or movement cost) caused by rebalancing the 
loads of nodes as much as possible to maximize the network 
bandwidth available to normal applications. Exploiting 
capable nodes to improve the system performance is, thus, 
demanded. 
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IV. SYSTEM ARCHITECTURE

System architecture can comprise system components, the 
externally visible properties of those components, the 
relationships (e.g. the behavior) between them. It can provide 
a plan from which products can be procured, and systems 
developed, that will work together to implement the overall 
system. 

 

V. ROPOSED METHODOLOGY

 Client server authentication
 Analysis of network nodes
 Load Rebalancing

5.1 Client Server Authentication  
If you are the new user going to consume the service then they 
have to register first by providing necessary details. After 
successful completion of sign up process, the user has to login 
into the application by providing username and exact 
password. The user has to provide exact username and 
password which was provided at the time of registration, if 
login success means it will take up to main page else it will 
remain in the login page itself., and rms do not have to be 
defined. Do not use abbreviations in the title or heads unless 
they are unavoidable. 

5.2 Analysis Of Network Nodes 
In this module, we discover all network nodes name that are 
connected through local area network. And we can create 
customized distributed file system by selecting the nodes from 

network computers. Once if you selected chunk nodes, then the 
performance of all chunk nodes will be collected for analysis. 






5.3 Load Rebalancing 
Load Rebalancing module helps to balance the loads of node 
while searching for requested file chunk. When the requested 
file chunk is not presented in the central node, then load 
rebalance helps to balance the load by seeking in chunk nodes. 

VI. GIVEN INPUT EXPECTED OUTPUT

Modules Input Output 

Authentication User identities such as 
username, password 

Granting 
access 

privilege 

Analysis of network 
nodes LAN communication Network 

nodes list 

Load rebalancing Imbalance loads Load 
rebalance 

VII. LOAD REBALANCING ALGORITHM

In our proposed algorithm, each chunk server node i first 
estimate whether it is under loaded (light) or overloaded 
(heavy) without global knowledge. A node is light if the 
number of chunks it hosts is smaller than the threshold of  (1-
∆l)a (where  0<=∆l< 1). In contrast, a heavy node manages the 
number of chunks greater than(1+∆u)a , where 0<=∆l<1. ∆l 
and ∆u are system parameters. In the following discussion, if a 
node i departs and rejoins as a successor of another node j, 
then we represent node i as node j +1, node j’s original 
successor as node j + 2, the successor of node j’s original 
successor as node j + 3, and so on. For each node i   v, if node 
i is light, then it seeks a heavy node and takes over at most a 
chunks from the heavy node. 

Step 1: we first present a load-balancing algorithm, in which 
each node has global knowledge regarding the system that 
leads to low movement cost and fast convergence. 
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Step 2: we then extend this algorithm for the situation that the 
global knowledge is not available to each node without 
degrading its performance. 

Step 3:  based on the global knowledge, if node i finds it is the 
least-loaded node in the system, i leaves the system by 
migrating its locally hosted chunks to its successor i + 1 and 
then rejoins instantly as the successor of the heaviest node 
(say, node j). 

Step 4: to immediately relieve node j’s load, node i requests 
min {lj _a, a} chunks from j. That is, node i requests a chunks 
from the heaviest node j if j’s load exceeds 2a; otherwise, i 
requests a load of lj _a from j to relieve j’s load. 

VIII. CONCLUSION

Our proposal strives to balance the loads of nodes and reduce 
the demanded movement cost as much as possible, while 
taking advantage of physical network locality and node 
heterogeneity. In the absence of representative real workloads 
(i.e., the distributions of file chunks in a large scale storage 
system) in the public domain, we have investigated the 
performance of our proposal and compared it against 
competing algorithms through synthesized probabilistic 
distributions of file chunks. 
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